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Abstract

Hmong Njua, a language mainly spoken in the highlands of Laos, is a language without
inflection, case and agrcement system, tensc, number and gender markings. It uscs neit-
her derivational nor inflectional morphology: Its strategy of forming sentenccs is, by and
large, similar to that of many other East Asian languages of the isolating typc: sentences
are formed by concatenating nouns and verbs, and grammatical words seldom occur.

A linguist studying a language such as Hong Njua is, thus, faced with the challenge of
describing its multi-verb-constructions: What are the semantic relations between verbs?
What are the constitucnt structures, or the lack of it, in those constructions? Do those
concatenated verbs constitute one proposition or a complex or compound structure?

In this paper, the phenomenon of verb-concatenation in Hmong Njua is described in
detail.

Furthermore, the PLNLP natural language processing system is described, demonstra-
ting how verb-concatenations can be processed computationally, including the possibi-
lity of detecting syntactic errors, such as the incorrect verb-ordering in a concatenated

verbal structure.
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Verb-Concatenation

Verb-concatenation, a well-known and well-distributed feature among Southeast-Asian

languages, describes also a characteristic phenomenon in Hmong Njua.

When speaking of verb-concatenation, several similar terms are used in the literature,
which might lead to confusion: multi-verb construction, verb-concatenation, and serial

verbs. Although all these structures sharec many [(catures, a clcar distinction is necessary:

®  Multi-verb constructions contain more than one verb in a sentential structure. Two
types of multi-verb constructions can be distinguished: those with one predication,
i.e. sentences of the form SVO or SOV, and those with more than one predication,
i.e. coordinated structures.

® By verb-concatenation, we understand the phecnomenon of combining verbs in a se-
quence without interruption of other word-classes:

V+V+V+V+V

®  Verb-series, or serial verbs, describe the linear combination of verbs with possible

interruptions of the sequence:
V1 + OBJI + V2 + OBJ2

According to these definitions, this paper will describe verb-concatenation of multi-verb

constructions with onc predicate.

While analyzing the phecnomenon of verb-concatenation, certain questions will arisc and

will need to be answered:

1. Which elements or morphemes are modificd or modify other clements?
2. Which clements are words of a word-class and which are particles?
3. Which constructions are lexical compounds, i.c. have to be analyzed morphologi-

cally, and which arc syntactic constructions?

In order to explain this phcnomenon, a differentiation into the following 3 main cate-

gories or typcs of verbs is nccessary:

1. Verbs of motion (MOTION)
2. Verbs of direction (DIR)
3. Verbs of deictic nature (DEICT)

! According to Matisoff (1973) this is a structure mainly found in SOV-languages.
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Verbclasses

Verbs of motion describe a certain motion by focussing on the kind of motion.

dhla to run/jump
yaa to fly
dlaum to climb
nkaag to crawl
moog to go

Fig.1: Examples for verbs of motion

Verbs of direction rcfer to the direction of a motion, like “up’, ‘down’, “into’, or ‘out of,

without any refercnce to the kind of motion. The meaning of these verbs change accor-

ding to their use as full verbs, i.c. when they occur alone, or s of direction, i.e.
when uscd as complements to the main verb in a concatenate .- ..ructure.
full-verb concatenation

nce to climb, ascend up

ncig to circle around

hlaa to cross across

nqeg to descend down

nkaag to enter into

Fig.2: Examples for verbs of direction

The third class, that of deictic verbs, can be rcgarded as a subclass of cither verbs of
motion or verbs of direction, as their meaning implics motion as well as direction of a
motion with refercnce to the speaker.

But as this third class, which only consists of the 2 verbs:,

lug to come / here

moog to go / away

Fig.3: The closed class of deictic verbs

carries certain very special features, it gets treated as a scparate class. Again, as with
verbs of direction, these verbs can be used alonc (then they carry their full-verb meaning)
or in a concatenated structure, where they carry a meaning which can be compared with

the English adverbs away and here. -
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Deictic verbs in Hmong Njua and separable prefixes in German

While analyzing and describing syntactic structures and features of a language, we often
compare these structures with similar phenomena in other, usually linguistically related,
languages.

During the analysis of Hmong Njua, many features were found that Hmong Njua shares
with other Southeast-Asian languages, such as Thai, Burmese, Lahu, or Chinese. Sur-
prisingly, an interesting parallel could be drawn to “deictic particles” in German, with
one major difference, that the German deictic particles have alrecady lost the possibility
of occurring along, i.c. they can only be uscd in combination with a main verb as sepa-
rable prefixes. Just as in IImong Njua, these prefixes point to the direction of a motion

with reference to the speaker:

herkommen (to come here) : Er kommt her. (He comes here.)
MOTION DEICT

heriiberkommen (to come over here) : Er kommt her- iiber. (He comes over here.)
MOTION DEICT DIR

hingehen (to go there/away) : Er geht  hin. (He goes away.)
MOTION DEICT

hiniibergehen (to go away/across) : Er geht hin- iiber. (He goes away/across).
MOTION DEICT DIR

Fig.4: German separable prefixes with deictic implication

Of course this does not imply that Himong Njua and German arc linguistically or typo-
logically related, but such comparisons and parallcls can be used as helpful “devices” in

natural language processing, as parallel structures can be treated identically by the rules.

Multi-verb constructions with a single predicate
Multi-verb constructions with a single predicatc allow 3 different interpretations:

1. They form a compound, i.c. 2 or more verbs form a semantic and syntactic unit,
which cannot be separated by other words or particles.

2. According to Li/Thompson (1981), they can [unction as “serials™:
"A construction that refers to a sentence that contains two or more verb phrases or

clauses juxtaposed without any marker indicaling what the relationship is between
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them, therefore sentences may have the same form but they convey different types of
messages because of the meanings of the verbs involved and the relationships that are
understood between them”.

3. When 2 verbs occur together in a sentence, and the second verb modifies its gram-
matical category to that of a modifier or complement of .the preceding verb. This
phenomenon, in which the directional and deictic verbs lose their full-verb mecaning
and change it to that of a directional or deictic complement respectively, when they
follow a verb of motion, will be demonstrated below. 4 combinations are possible:
a. MOTION + DEICT
b. DIR + DEICT
c. MOTION + DIR
d. MOTION + DIR + DEICT
Let us first look at examples of each combination before demonstrating how these

constructions can be processed by a natural language processing system.?

MOTION + DEICT
(1) Nwg dlha moog/lug.
3sg run go /come

He/she runs away/here.

DIR + DEICT
(2) Nwg nce moog/lug.
3sg climb go /come

He/she climbs up - and away from the speaker/towards the speaker.

MOTION + DIR

(3) Nwg diha nkhaa lub hoob.
3sg run enter CL room

He/she runs into the room.

MOTION + DIR + DEICT

(4) Puav dlha tawm moog.
3pl run  leave go
They ran out - and away from the speaker

Fig.5: Examples for different types of multi-verb constructions

*  For more examples see Harriehausen (1989a), chapter 5.3.3.2.
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Those examples demonstrate that the maximal number of verbs in sequence are 3.3
This concatenation can be extended by verbal particles and modal-/auxiliary verbs.
The discussion, whether such morphemes should be included in the category of 7
full-verbs, i.e. whether they should be counted as components in a concatenated
verb-sequence, would go beyond the scope of this paper, but can be read in Harrie-
hausen (1989a, pp.166 fY).

Verb concatenations cannot be interrupted by negation, temporal-, or” aspectual
markers. Such makers* have to precede or follow the entire verbal sequence and

cover the complete concatenation:

(5a) Puab tsi dhla tawm lug.
3p1  NEG run leave come

They didn't come running out.

(5b) * Puab dlha tsi tawm Tug.
(5¢) * Puab dlha tawm tsi Tlug.

(6) Nwg maam dhla moog.
3sg FUT run go

He/she will run away.

(7) Nwg tau dlha moog.
3sg PST run go

He/she ran away.
(8) Nwg dlha moog lawm.
3sg run go COMPL

He/She ran away.

Fig.6: Sample sentences that demonstrate the strong unit of the verbal structure

These examples show that concatenated structures are very strong units. The only
wordclass that can (sometimes) interrupt a verb-concatenation is the noun. Alt-
hough such construction would rescmble a scrial-verb-construction, as defined abo-

ve, we still necd to call it a concatenated structure, as

3 The maximal number of concatenated verbs in most Sino-Tibetan languages is 5.

¢ NEG = negation, FUT = future, PST = past, COMPL = completive aspect
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e the strong unit of the verbal sequence is still present, i.e. the second (or third)
verb doesn’t function as a full verb, but carries the meaning of a directional or
deictic complement or modifier to the first (main) verb, and

e objects, which follow a verb of motion, are optional, i.e. in most cases, the re-
ference to the object is implied by the nature of the verb.

(9a) Nwg tsaa lub tsheb moog.
3sg drive CL car go
He/She drove the car away.

(9b) * Nwg tsaa moog 1lub tsheb.

(16a) Nwg thaws rooj ncig.
3sg move chair circle.
He/she moves the chair around.

(10b)* Nwg thaws ncig rooj.

Fig.7: Sample sentences in which concatenations are interrupted by nouns

No example could be found which allows a different ordering of the verbs, i.e.
* DIR + MOTION or
* DEICT + MOTION.

(11a) Nwg ua-luam-dlej hlaa tug haav-dlej.
3sg swim cross CL river
MOTION DIR

He/She swims across the river

(11b)* Nwg hlaa ua-luam-dlej tug haav-dlej.
DIR  MOTION

(11c)* Nwg hlaa tug haav-dlej ua-luam-dlej.
DIR MOTION

(11d) Nwg hlaa tug haav-diej hab ua-luam-diej.
He/She cross CL  river and swim
DIR MOTION

Fig.8: Sample sentences with and without the coordinator 'hab'

The strict order of the verbs can only be reversed by inserting the conjunction hab
("and”) between the verb-phrases - as demonstrated in example (11d) -, thus turning
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the verb-concatenation into a verb-coordination.’ The strict order of the verb classes
can be explained by the iconic representation of the real world events, i.e. by looking
at example (11), it is only logical to swim before crossing the river, and not the other
way around. With this strict verb-sequencing, Hmong Njua differs from other

Southeast-Asian languages, such as Lahu.§

Verb-concatenation in natural language processing

The System

The system we arc using for both analysis and generation of natural language sentences
has been developed by Heidorn (1972) and has been implemented in various NLP (=

natural language processing) projects in IBM worldwide.

Both components are implemented in PLNLP (= Programming Language for Natural
Language Processing, pronounced ‘Penelope’), which gets translated into Fortran, LISP,
and C and runs under VM on the mainframe and (the C-version) under OS/2 on the
PS/2.

I'or the analysis, the parser operates bottom-up, lcft-right, and parallel, the generation
rules are processed top-down, left-right, and serial. Both types of rules are augmented
phrase-structure rules. The rules for analysis, or so-called decoding-rules, have one or
more symbols (both terminal and non-terminal) on the left and non-terminal symbols
on the right. Stripped of their augmentations, these rules look like context-free phrase-

structure rules:

v > VP
VP NP > VP
W oVP > VP

Fig.9: Samples of the core of decoding rules

$ One could predict that the ungrammaticality of (11b) would be of pure syntactic nature, because
the transitive verb ‘cross’ needs an object, whereas the intransitive verb ‘swim’ doesn't. However,

(11c) still remains ungrammatical.

¢ Examples can be found in Matisoff (1973).
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Most of the rules are of the binary type, mainly for the reason of eflectiveness. This
reason will become apparent later by looking at examples of how verb-concatenations
get processed.

The dictionary used carries information of the word-class and morphological-, syntactic-,
and semantic features in linear order:”

nce(VERB P1 P2 P3 P4 P5 P6 HMONG DIR (TRANSL climb))
dlha(VERB P1 P2 P3 P4 P5 P6 HMONG MOTION (TRANSL run))
Tug(VERB P1 P2 P3 P4 P5 P6 HMONG DEICT (TRANSL come))
moog (VERB P1 P2 P3 P4 P5 P6 HMONG DEICT (TRANSL go))
nwg (PRON P3 PERS)

Fig.10: Sample dictionary entries for Hmong Njua lexemes

Advantages of the PLNLP system

Before looking at Hmong Njua parsing examples, let me point out a few advantages of
this NLP-system:

Fitted Parse

The first advantage, that of the so-called fitted parse, is that the system always attempts
to return a processed structure (according to a pre-defined order) in cases where a full,
complete parse on sentence-level couldn’t be reached.

Reasons for such parsc failurc can be:

® Mistakes in thc grammar.

¢  Grammatical mistakes in the input string.

¢ Fragments, such as grectings, farewells, formulaic uttcrances, and also vocatives and
extreme ellipses.

After failing to interpret the input string as a complete sentence, the results are turned

over to a set of rules which handle the fitting routine. This routine tries to find the most

7 P1-P6 : morphological features : P1 = 1st person singular, P6= 3rd person plural
These features are needed, as Yhis system was built for German and has 4o check for agreement.
Of course these features are meaningless for IHimong Njua, as it is a language without inflectional
or derivational morphology.
HMONG : special marker for the language
PERS : personal pronoun
TRANSL : translation
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plausible constituent (substring) among the many records which have been produced in
the course of the bottom-up parsing process.

The advantage of seeing such a “partial result” - and not simply the message “parse fai-
led” - is very important for the grammar writer for debugging and enhancing the rules.
Examples of fitted parses will be given below when demonstrating how concatenated
verbs get processed on phrase-level.

Error Correction

Apart from giving “fitted” analyses of input strings, the PLNLP system provides a flag
(which can be thought of as a “switch”), which allows the rules to be less restrictive, or
“relaxed”, and which leads to corrections of the input. By default, this flag is set to NIL,
i.e. turned off, resulting in the fitted parse.

In order to be able to correct deviant input, we necd to foresce and implement expected
errors. Errors of different types, c.g. syntactic or stylistic, are implemented in different
sections of the system,; i.c. true syntactic errors, such as subject-verb-agreement in Ger-
manic languages or wrong verb-type order in concatenations in Hmong Njua, are im-
plemented in the core rules and can lead to a parse failure, whereas stylistic errors, e.g.
using the indicative instead of the subjunctive mood in subordinate clauses in Germanic
languages, are implemented as procedures in a separate set of rules which get processed
after the core grammar. These types of errors never lead to a parse failure, they only

trigger an error message. Again, examples will be given below.

The following illustration shows diffcrent sections of the entire system and makes the

order of processing visible.

analysis/ —— 1 successful parse
decoding rules
with

implementation — more than 1 successful parse
of true errors

parse—failure —» |fitting routine — fitted parse

corrected parse

set of procedures
—» for stylistic
errors

corrected output
(PS—tree, rule—
derivation, and
records)

Fig.11: The decoding section of the system
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Processing verb-concatenations

Regarding verb-concatenation in IImong Njua, it will be necessary for the computer to
accept the 4 grammatical combinations of the 3 verb-types and reject all other combi-

nations, or at least pinpoint the crror. Let us now look at examples:?

1. MOTION + DEICT

Enter a sentence or a PLNLP command:
dlha moog.

XXXX1 ve1* VERB1* *"dlha" (run)
VP2 VERB2* "moog" (go)
PUNC1  "."

Fig.12: Fitted parse for concatenation "dhla moog" (run away)

Fig. 12 shows the phrase-structure tree for thc MOTION-DEICT- concatenation “dlha
moog” (“run away”). It is a fitted parse (marked by XXXX1), as sentence-level couldn’t
be reached during processing.

Another display, that of Fig. 13, shows the rule-hierarchy and -dcrivation for the verb
concatenation, e.g. rule number (2581) combincs the VP dlha and the VP moog. Such
display is important and helpful for thc grammar writcr during development and de-

bugging of the rules:

Enter a sentence or a PLNLP command:
(PRTREER vp1)

VP1 (2581)
VP3 (2010)
VERB1 *dlha" (run)
VP2 (2016)
VERB2 "moog* (go)

Fig.13: Rule hierarchy of verb-concatenation

% For better understanding, the English translations of the lexemes are given in brackets.
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During parallel processing, many records have been computed

entire structure is shown below:

Enter a sentence or a PLNLP command:

(PRTREC vp1)
SEGTYPE
STR
RULES
RULE
COPYOF
BASE
DICT
INDIC
HEAD
PSMODS
HMONG
MOTION
TRANSL
PRED
FIT

wp!
" dlha moog"

2010 2581

2581 VP3 VP2

VP3 "dlha" 'DLHA'
'DLHA"

‘dlha'

P1 P2 P3 P4 P5 P6
VERB1 "dlha" 'DLHA®
VP2 "moog" 'M00G'

1

1

'RUN

'DLHA'

1

Fig.14: Attribute-value-record for verb-concatenation

. The one covering the

The left side of the record displays the attributes, such as SEGTYPE, STR, or RULES,

and the right sidc displays the values, which can be of type pointer (such as VP3 or VP2,

i.e. pointing to another complete record), number (such as 2010 2581, i.c. naming the

rule-numbers involved during processing), and string (such as ‘dlha’, i.c. words). The

main information kept in each record can be interpreted the {ollowing way:

- BASE points to the lemma of the head,

- PSMODS (= post-modificr) contains the list of clements, which follow the head.?
- RULES and RULE includes the rule derivation.

- INDIC contains the features that get returned from the dictionary look-up.

- TRANSL gives information about the translation of the entry

- MOTION tells us that the head of the structure, i.e. dlha ,is a verb of motion.

Although the PLNLP formalism and grammar doesn't strictly follow any of the existing, well-
known linguistic theories in computational linguistics, such as GB, GPSG, HPSG, or LFG, it
can be compared with dependency-oriented approaches in that the grammar builds its records
accordingly, i.e. a head constitutes the “core” of the record with PRMODS (pre-modifiers) and
PSMODS (post-modifiers) preceding or following the head respectively.
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Analogous to the preceding example, the parallel MOTION + DEICT- structure “dlha
lug” ("run towards the spcaker”) gets processed identically, i.e. the same rules get applied

in the same order:

Enter a sentence or’'a PLNLP command:
dlha lug.
XXXX1 VP1* VERB1* "dlha" (run)
VP2 VERB2* "lug" (come)

Enter a sentence or a PLNLP command:
(PRTREER vp1)

VP1 (2581)
VP3 (2010)
VERB1 "dlha" (run)
VP2 (2010)
VERB2 (2603)
VERB3 "lug" (come)

Enter a sentence or a PLNLP command:
(PRTREC vpl)

SEGTYPE  'vpP!

STR " dlha lug"

RULES 2010 2581

RULE 2581 VP3 VP2
COPYOF VP3 "dlha" 'DLHA'
BASE 'DLHA'

DICT 'dlha’

INDIC P1 P2 P3 P4 P5 P6
HEAD VERB1 "dlha" 'DLHA'
PSMODS VP2 "lug" 'LUG'
HMONG 1

MOTION 1

TRANSL 'RUN'

PRED 'DLHA!

FIT 1

Fig.15: Fitted parse, rule derivation, and attribute-value-record for "dlha lug” (run here
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Of course, verbs can also be processed in isolation. Similar structures with equally

complex record-structures are the result:

Enter a sentence or a PLNLP command:

Tug.

XXXX1 VP1* VERB1* "lug" (come)
PUNC1  ».»

Enter a sentence or a PLNLP command:
(PRTREC vpl)

SEGTYPE 'vp?

STR * Tug"

RULES 2010

RULE 2010 VERB1
COPYOF VERB1 "Tug" 'LUG'
BASE 'LuG!

pICT ‘ "lug’

INDIC P1 P2 P3 P4 P5 P6
HEAD VERB1 "Tug" 'LUG'
HMONG 1

DEICT 1

TRANSL 'COME'

PRED 'LUG’

FIT 1

Enter a sentence or a PLNLP command:
moog.
XXXX1 VP1* VERB1* "moog" (go)
PUNC1 "



Enter a sentence or a PLNLP command:

(PRTREC vpl)
SEGTYPE
SR,
RULES
RULE
COPYOF
BASE
DICT
INDIC
HEAD
HMONG
DEICT
TRANSL
PRED
FIT

Fig.16: Fitted parses and records for the verbs "lug" (come) and "moog" (go)

QVPI

" moog"

2010

2016 VERB1

VERB1 "moog" 'M0O0OG’
'M00OG'

|m°°g|

P1 P2 P3 P4 PS5 P6
VERB1 "moog" 'M00G'
1

1

160"

'MO0G'

1

2. DIR + DEICT

The next parsing example, Fig.18, that of the DIR + DEICT- verb-concatenation nce
moog (“to climb away”), shows that processing is identical to the MOTION + DEICT
example given above, with the only difference that a different rule, namely rule number
2583, conjoined the VP nce and the VP moog and the record contains the attribute DIR,
i.e. informatio_n that the head of the structurc is a dircectional verb which can be trans-

lated as “climb”. Apart {from thesc minor dctails, the computed structures are alike.

Enter a sentence or a PLNLP command:

nce moog.

XXXX1 VP1*

VERB1* "nce" (climb)

412

vp2 VERB2* "moog" (go)

Enter a sentence or a PLNLP command:

(PRTREER vpl)

VP1 (2583)
VP3 (2010)

VERB1 "nce" (climb)

VP2 (2010)

VERB2 "moog" (go)
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Enter a sentence or a PLNLP command:
(PRTREC vpl)

SEGTYPE  'VP!

STR * nce moog*

RULES 2010 2583

RULE 2583 VP3 VP2
COPYOF VP3 *nce® 'NCE'
BASE 'NCE' -
DICT 'nce’

INDIC P1 P2 P3 P4 P5 P6
HEAD VERB1 "nce” 'NCE'
PSMODS VP2 *"moog® 'MO0G'
HMONG 1

DIR 1

TRANSL 'CLIMB’

PRED 'NCE'

FIT 1

Fig.17: Fitted parse, rule derivation, and record-structure for DIR-DEICT-verb-concatenationsentenc

3. MOTION + DIR
The third possible ordering of verbs, that of MOTION + DIR, is demonstrated by the
verb-concatenation “dlha nce” (“run up”):

Enter a sentence or a PLNLP command:
dlha nce.
XXXX1 VP1*  VERB1* “*dlha* (run)
VP2 VERB2* "nce* (climb)

Enter a sentence or a PLNLP command:
(PRTREER vp1)

VP1 (2582)
VP3 (2010)
VERB1 "dlha* (run)
VP2 (2016)
VERB2 *nce" (climb)
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Enter a sentence or a PLNLP command:
(PRTREC vpl)

SEGTYPE  'vpP!

STR " dlha nce"”

RULES 2010 2582

RULE 2582 VP3 VP2
COPYOF VP3 "dlha" 'DLHA'
BASE 'DLHA"

DICT 'diha’

INDIC P1 P2 P3 P4 P5 P6
HEAD VERB1 "dlha" 'DLHA'
PSMODS VP2 "nce" 'NCE'
HMONG 1

MOTION 1

TRANSL 'RUN'

PRED 'DLHA'

FIT 1

Fig.18: Fitted parse, rule derivation, and record-structure for MOTION-DIR verb-concatenat

Again, as can be expected by now, processing is identical with the only difference of a

separate rule (2582) conjoining the two verbs.

At this point one might -ask why separate rules were written when these structures are
so much alike. This is a question the grammar writer faces constantly and has to choose

between the options of

e writing separate rules for similar constructions, i.c. kecping the rules themselves
fairly simple, but making the whole grammar morce complex by adding more rules

(and thus also running the risk of multiple parses) and

e writing one complex rule which needs to be rather complex in itself] i.e. nceds to

contain many conditions/augmentations, that allow or block certain structures.

If we wrote one single rule for the examples above, i.e.

VP (MOTION or DIR) + VP (DIR or DEICT) --> VP ... ,
we would need to include a condition which blocks DIR + DIR.
In many cases, either choice is possible and a lot of times it’s up to the “taste” of the

grammar writer how he/she wants certain structures to get processed. In general one
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might want to prefer the second option, i.e. writing fewer, but more complex, rules, in
order to avoid the “danger” of multiple parses.

4. MOTION + DIR + DEICT

Last not least, the most complex verb-concatenation, that of MOTION + DIR +
DEICT, is shown in Fig.19:

Enter a sentence or a PLNLP command:
nwg d1ha nce moog.
DECL1 PRON1  "nwg" (he/she/it)
VERB1* “"dlha" (run)
VP3 VERB2* "nce" (climb)
VP2 VERB3* *"moog" (go)

Enter a sentence or a PLNLP command:
(PRTREER 1)

DECL1 (4600)
SNTBEG1 **
VP7 (2584)
PRON1 "nwg* (he/she/it)
VP8 (2581)
VP9 (2582)
VP6 (2016)
VERB1 "d1ha* (run)
VP3 (2010)
VERB2 "nce® (climb)
VP2 (2010)
VERB3 "moog" (go)
PUNC1 ".*
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Enter a sentence or a PLNLP command:
(PRTREC 1)

SEGTYPE  'SENT!'

SEGTYP2  'DECL'

STR " nwg dlha nce moog ."

RULES 2010 2582 2581 2584 4000

RULE 4000 SNTBEG1 VP7 PUNC1

COPYOF VP7 "nwg dlha nce moog" 'DLHA'
BASE 'DLHA'

pICT "diha’

INDIC P1 P2 P3 P4 P5 P6
PRMODS PRON1 "nwg" 'NWG'
HEAD VERB1 "dlha" 'DLHA'
PSMODS VP3 "nce" 'NCE'
PSMODS VP2 "moog" 'MO0G'
PSMODS PUNC1 ».» '.!
SUBJECT ~ PRON1 "nwg" 'NWG'
HMONG 1

MOTION 1

TRANSL 'RUN!

Fig.19: PS-tree, rule-derivation, and record for MOTION+DIR+DEICT verb-concatenation

Fig.19 displays a sentential structure, i.e. a successful (not fitted-) parse. DECLI tells
us that the parsed sentence is of declarative mode. The record displays nicely the se-
mantics of verb-concatenations, i.e. the list of PSMODS (nce moog .) contains the
modifying verbs of the IIEAD (dlha), i.e. the main verb.

Furthermore, the sentential record shows that additional functional information, such
as '‘SUBJECT’, gets added to the record during processing. At this level of processing,
any records at any depth could be displayed.

Error Correction

Ungrammatical sequences, such as DIR + DIR or DEICT + DIR, lead to a fitted
parse, unless the blocking condition in the rules get relaxed/ ignored.

What exactly do we mean by “relaxation of the rules”? HHow does error correction work?
In order to be able to correct deviant input, we nced to foresce and implement expected
errors. An international problem at this point is the lack of valuable error analyses or
statistics for errors at the sentence level.

Regarding a syntactic restriction common to many languages - that of subject-verb-
agreement -, we will demonstrate how this restriction is implemented in the grammar and

how error detection works.
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According to the PLNLP convention this condition is expressed as follows:

NP(conditions,...)
VP(conditions,...,
<PERSNUMB (NP) . AGREE. PERSNUMB!SETERR<'PERS1'>>)

-—>

VP(...,SUBJECT=NP,...)

Fig.20: Abbreviated sample PLNLP rule

The condition in angular brackets is to be rcad: “The person and number attributes of
the NP have to agree with the person and number attributes of the VP OR (exclamation
mark) the SETERR-attribute (the error correction mechanism) is set to a predefined er-
ror-type (here: 'PERS1’). This means that the conditions (first part of the angular brak-
ket) are either met during the parse and the rules can be applicd up to the final sentence
level, OR the conditions will be relaxed during a sccond parse of the input string, during
which the error correction mechanism is turned on and the second part of the OR-con-
dition is invoked. Thus the grammar signals certain types of errors and triggers “repair
activities” to be performed by the encoding (= generation) rules - or at least pinpoints

the error.10

A syntactic error that is blocked by the rules for Hmong Njua is the incorrect verb or-
dering in a verb-concatcnation. The crror detection works similar to the agreement-error
described above. The following rule and condition blocks both DIR 4 DIR and DEICT
+ DIR:

VP VP(DIR,<MOTION(VP#1)!SETERR<'CONCAT1'>>) --> VP

Fig.21: Condition blocking incorrect verb-ordering in verb-concatenation

as it will be read: "Conjoin 2 VPs, the second of which is of type DIR (directional verb).
Furthermore (the comma is an AND-condition), the first VP (VP#1) has to be of type
MOTION, OR trigger a certain error message and repair activity (of type
"CONCATTI’)", i.c. if the first VP is of type DIR or DEICT, the error is detected and a

special error correction is triggercd.

1 For more examples see: Harrichausen (1989 b). For a detailed description of the entire system
and its application (CRITIQUE) see: Richardson/Braden-Harder (1988).
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Let us now look at an example that will lead to a fitted parse unless the error switch is
turned on:!!

Enter a sentence or a PLNLP command:
moog nce.
XXXX1 VP1* VERB1* "moog" (go - DEICT)
VERB2  "nce* (climb - DIR)
PUNC1T  "."

Enter a sentence or a PLNLP command:
nwg moog nce.
XXXX1 VP1* PRON1  "nwy" (he/she/it)
VERB1* "moog" (go - DEICT)
VERB2  "nce" (climb - DIR)
PUNCT  "."

Fig.22: Fitted parses of incorrect verb-ordering (DEICT+DIR) in isolation and embedded in a

Now let us relax the conditions and activate the error switch:

' One might think that the following example should be parsed with the main verb meaning of
“moog” (“go”), i.e. as a verb of MOTION, followed by “nce”, a verb of DIRection. Nevertheless,

this example is incorrect, as native speakers would choose a different verb from “moog” to ex-
press the kind of motion in this case.
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Enter a sentence or a PLNLP command:
(setq niperrs 1) R the flag gets activated
Value = 1

Enter a sentence or a PLNLP command:

nwg moog nce.

DECL1 PRON1  "nwg" (he/she/it)
VERB1* *moog" (go - DEICT)
VP1 VERB2* "nce" (climb -DIR)
PUNC1  ».*

GRAMMATICAL ERROR IN: SENTENCE 3.
WRONG VERB-ORDERING IN CONCATENATION.
nwg moog nce .
CONSIDER:
nwg nce moog .
WRONG ORDERING OF VERBS

Fig. 23: Error-correction of incorrect verb-ordering in concatenated structure

The incorrect syntactic structure gets parsed and leads to a complete parsc. Apart from
giving a description of the error ("Wrong ordering of verbs”), the problematic part of the
input string is highlighted and corrected.

It should be emphasized at this point that thc PLNLP grammars do NOT describe
structures with non-expected errors. That is, (or this type of input the rules cannot be
applied up to sentence level, and by turning the crror switch on, the deviation(s) cannot
be cleared away. ITowever, the system does not despair, because the FITREE procedure
for fitted parses takes advantage of the fact that a lot of “intermediate junk” is produced
during the parsing process. It uscs the biggest pieces to come up with at least something
instead of| for instance, lapsing into an infinite loop or returning a plain "FAIL".

Benefits

Apart from the advantages mentioned earlier for the fitted parse, the facility of assigning
fitted parses and (optionally) correcting errors is extremely useful for several additional

reasons. Let us summarize various reasons at this point:

e It allows for syntactic processing to proceed in the absense of a perfect parse.
e [t provides a promising structure for further processing.
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e The fitted parse diagram can be used by the grammar writer as an aid to rule-de-
bugging.

¢ The flexibility of the approach enables the grammar writer to check for errors within
the smallest and largest imaginable constituents.

e The correction device can be used for teaching second language acquisition.

e The user can use the system to improve his or her knowledge of the grammar of the
language (imagine applications not only in second language acquisition, but also in
high school or university courses for native speakers).

e It can be used for stylistic analyses.

e It can be used to enhance text processing systems with an error-correction device

beyond the word level.
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